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1. Purpose 
The purpose of this guide is to quickly get you up and running using PetaSAN. It is recommended to 

be used as the first introductory guide. It will go through the main stages: cluster planning, node 

installation, node deployment and cluster building, setup for iSCSI, CIFS , NFS and S3 services. 

2. Planning the cluster network 
PetaSAN requires several subnets: 

Management: This is used for management traffic.  

Backend: This is a core backend subnet, internally it is used by several internal components such as 

the Ceph storage engine, Consul service mesh platform, GlusterFS shared configuration and stats 

data. 

iSCSI 1,2: These are 2 subnets for iSCSI client access using MPIO. 

CIFS/SMB: Subnet used for CIFS/SMB client access. 

NFS: Subnet used for NFS client access. 

S3: Subnet used for S3 client access. 

These subnets need to be separate and do not overlap. They could still share network interfaces, so 

it is not required to have a separate interface for each. It is important to plan these networks prior 

to PetaSAN deployment. Note that much of the network settings can be changed even after cluster 

deployment, with the exception of the Backend network which is more complex to change. 

In this guide, we will setup 3 nodes each with 4 interfaces, using the following configuration:  

 First node Second node Third node 

Hostname ps-node-01 ps-node-02 ps-node-03 

Management Interface eth0 

Management IP 10.0.1.11 10.0.1.12 10.0.1.13 

Backend  Interface eth1 

Backend IP 10.0.2.11 10.0.2.12 10.0.2.13 

iSCSI 1 Interface eth2 

iSCSI 1 IPs Shared virtual IPs:  10.0.3.100 to 10.0.3.110 

iSCSI 2 Interface eth3 

iSCSI 2 IPs Shared virtual IPs:  10.0.4.100 to 10.0.4.110 

CIFS/SMB Interface eth2 

CIFS/SMB IPs Shared virtual IPs:  10.0.5.100 to 10.0.5.110 

NFS Interface Eth2 

NFS IPs Shared virtual IPs:  10.0.6.100 to 10.0.6.110 

S3 Interface Eth2 

S3 IPs Shared virtual IPs:  10.0.7.100 to 10.0.7.110 
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3. Node Installation 
The installation iso can be burned to USB using widely available USB tools such as rufus 

www.rufus.org. 

There are 3 main settings to perform during the installer: 

Network configuration, here we define the hostname of the node and setup its management 

interface. 

 

System Disk selection, here we select the disk to install the PetaSAN system. 

 

 

 

 

 

 

 

http://www.rufus.org/
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Time Setup, adjusting the machine time and time zone. 

 

Upon successful completion, we need to remove the install media before rebooting 
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On reboot a console will be display node data as well list the url for the Deployment Wizard 

 

 

 

We need to repeat the above steps for installing the remaining nodes: 

 First node Second node Third node 

Hostname ps-node-01 ps-node-02 ps-node-03 

Management Interface eth0 

Management IP 10.0.1.11 10.0.1.12 10.0.1.13 
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4. Node Deployment 

Node 1  
To deploy node 1, access the Deployment Wizard on port 5001 of node, in our case 

http://10.0.1.11:5001 . Since this is the first node, we need to create a new cluster. 

 

Input a name for the cluster and assign a password, this will be the root password for all cluster nodes. It 

is possible to ssh to all nodes using this password if desired. 

 

 

http://10.0.1.11:5001/
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Next in the Cluster NIC Settings we need to define network interface settings such as jumbo frames and 

interface bonding. Note that these settings apply to the entire cluster and not specific to the node being 

deployed, the specific network configuration for each node will depend on the role/service that will be 

assigned to the node as will be shown later. 

 

In our case we leave the defaults. Next in the Cluster Network Settings we need to map our subnets to 

the cluster interfaces and bonds. Be careful with the Backend network settings as they are not easy to 

change once the cluster is operational. The Services subnet interfaces can be changed later from the ui 

in an operational cluster. 
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Next is the Cluster Tuning page, select the pools to create (cephfs, radosgw, rbd) according to your 

requirements, input the expected cluster disk size range. This applies to the storage pool that will be 

created by the Deployment Wizard, later in production you can create/delete pools as you wish. 

 

Next input the Backend IP address of the current node being deployed, in our case 10.0.2.11 

 

Next in the Node Services page, define the roles/services the current node will serve  
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In our case we assign the Local Storage, iSCSI, CIFS, NFS and S3. If the node is assigned the Local Storage 

Service you can/should select the disks to act as storage OSDs/disks. In case you have a mix of HDD and 

SDDs, it is possible to setup the SSDs as journals and assign HDDs as OSDs (recommended ratio is 1:4), 

else choose them as OSDs. It is also possible to add/delete OSDs in a deployed running cluster. Note that 

node roles can be changed later in a deployed running cluster.  

As indicated, the network configuration that will be applied to a node depends on its roles/services. It is 

sometimes useful to: 

 View the current node hardware interfaces detail and compare them to the cluster network 

definitions for each service. This can be viewed from the Network Interfaces link located at the 

top right. 

 In some cases, such as having different interface models across your nodes, it is useful to 

rename or re-arrange the interface order, this can be done from the blue node console menu. 

Clicking next will show that node 1 deployment has been completed. 
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Node 2 
To deploy node 2, access the Deployment Wizard on port 5001 of node, In our case 

http://10.0.1.12:5001. Select to Join the cluster. 

 

Type in the IP address of the first node we are joining, 10.0.1.11 and the password 

 

 

 

http://10.0.1.12:5001/
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Enter IP for backend interface, in our case 10.0.2.12

 

Select Local Storage, iSCSI, CIFS , NFS and S3 as roles. Select desired OSDs as we did with node 1.  
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Clicking next will show that node 2 deployment has been completed. 
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Node 3 
To deploy node 3, access the Deployment Wizard on port 5001 of node, In our case 

http://10.0.1.13:5001. Select to Join the cluster. 

 

Type in the IP address of the first node we are joining, 10.0.1.11 and the password 

 

 

 

 

 

 

 

 

http://10.0.1.13:5001/
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Input our backend IP, 10.0.2.13  

 

Select Local Storage role and any storage disks/OSDs. 
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At the end of 3rd node deployment, the cluster will be built. This may take time depending on the 

number of drives you have, leave it a good 30 min. 

 

On successful completion we get a success message.  

 

Please download and install the https certificate from the link presented. Install in your browser under 

trusted root certificate authorities. 

Nodes 4+ 
All nodes starting from 4 and above join an already built cluster, the join steps are the same as before. 
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5. iSCSI Setup 
Access the Management ui by accessing https on any of the first 3 nodes, for example 

https://10.0.1.11 

Log in as user “admin” with initial password “password”.  If you had not downloaded and installed 

the https certificate earlier, you can still login in an un-secure session then download the certificate 

from the Configuration menu. 

 

This will log you to the Management web interface. 

 

 

 

https://10.0.1.11/
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From the Configuration menu, choose iSCSI Settings 

 

 

Define iSCSI 1 and 2 subnets, in our case 10.0.3.0/255.255.255.0 and 10.0.4.0/255.255.255.0.  

Also define an IP from and To range for automatic IP assignment for iSCSI disks, in our case we define 

10.0.3.100 to 10.0.3.110 for iSCSI 1  and 10.0.4.100 to 10.0.4.110 for iSCSI 2.    
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From the Manage iSCSI Disks menu select iSCSI Disks 

 

Click on the Add iSCSI Disk button 

 

Enter a disk name and specify the desired size. We chose the default of auto-ip assignment but we could 

also manually enter specific IPs. It is also possible to increase the number of active paths from default 
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value of 2, this is useful if you have a large  number of iSCSI server nodes and would like the disk to 

actively load balance among the different servers for better performance. 

On succesful creation you should see the disk as started. 

 

Click on the Active Paths link  

 

Since we chose earlier to have auto-ip assignment, please take note of the assigned IPs for the new disk.  

Connecting iSCSI client depends on the client OS, please refer to specific PetaSAN guides for setting up 

Windows and VMWare iSCSI connections in an active/active setup to a PetaSAN cluster. 
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6. CIFS/SMB Setup 
From the Configuration menu, choose CIFS Settings 

 

Select the public subnet for CIFS connections and range of IPs to assign to PetaSAN CIFS servers. In our 

case we assign a range from 10.0.5.100 to 10.0.5.110. It is also possible to join an Active Directory 

domain to provide secure shares from this page. 

Note it is recommended to assign more than one IP per CIFS server, this is useful in a multi node CIFS 

environment, if a server fails, its ips will be distributed to several other active servers rather than failing 

all its traffic to another single server.  

From the Manage CIFS, CIFS Status page you can view the active CIFS servers and their IPs. 
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From the CIFS Shares page, click Add CIFS Share 

 

Specify the share name to add 
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The new share is now created. 

 

Note: CIFS/SMB clients access the share via \\IP_Address\share such as \\10.0.5.100\MyShare. For load 

balancing it is possible to distribute the range of IPs across the clients in a manual way or better setup a 

round-robin DNS to serve these IPs and have all clients access the cluster using a Netbios name such as 

\\PetaSAN\MyShare. 

 

 

  

file://IP_Address/share
file://10.0.5.100/MyShare
file://PetaSAN/MyShare
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7. NFS Setup 
From the Configuration menu, choose NFS Settings 

 

Select the public subnet for NFS connections and range of IPs to assign to PetaSAN NFS servers. In our 

case we assign a range from 10.0.6.100 to 10.0.6.110. Note it is recommended to assign more than one 

IP per NFS server, this is useful in a multi node NFS environment, if a server fails, its ips will be 

distributed to several other active servers rather than failing all its traffic to another single server. We 

also need to select a recovery database pool used by the NFS servers, select the “rbd” pool. 

From the Manage NFS, NFS Status page you can view the active NFS servers and their IPs. 

 

From the NFS Exports page, click Add NFS Export 
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Specify the export name to add 
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The new export is now created. 

 

 

For load balancing it is possible to distribute the range of IPs across the clients in a manual way or better 

setup a round-robin DNS to serve these IPs and have all clients access the NFS cluster by name. 
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8. S3 Setup 
From the Configuration menu, choose S3 Settings 

 

Enter the Load Balancer port number and in case you want to use https then click on Generate button to 

create SSL certificate. 

Select the public subnet for S3 connections and range of public IPs to assign to PetaSAN S3 servers. In 

our case we assign a range from 10.0.7.100 to 10.0.7.110. Note it is recommended to assign more than 

one IP per S3 server, this is useful in a multi node S3 environment, if a server fails, its ips will be 

distributed to several other active servers rather than failing all its traffic to another single server.  

You need to download and install the certificate  on your clients. 
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From the Manage S3, S3 Load Balancer Status page you can view the active S3 servers and their IPs. 

 

PetaSAN S3 supports one realm and one zonegroup with multiple zones (one local zone per site) 

 Here we setup a single site 

From the Configuration menu, choose S3 Zoneroups to add  the zonegroup 

 

Create the local zone under the created zonegroup 

From the Configuration menu, choose S3 Zones to add  the zone 
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Enter the pools specifications and click save 
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From the Manage S3 , you need to Add a S3 User 

 

You can enter the user id and name and specify its default placement target then click save 

After saving you will find that the user’s Access Key Id and the user’s Secret Key Id has been created 
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Use the access key and secret key to connect to one of the load balancer using any of the S3 Clients. It is 

recommended to setup a round robin DNS to serve public ips to clients, for proper https validation you 

should specify the CN common name of the https certificate as the name to resolve by the DNS. 


